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TLDR: Curriculum learning to improve safety during 
training and accelerate learning



Curriculum Learning for RL
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OpenAI’s 
Rubik’s cube [2]

ANYmal 
quadruped [3]

A sequence of tasks that gradually increase in 
difficulty to accelerate learning [1]



Can CL generate a sequence of tasks 
to improve safety during training 

and 
speed up learning for constrained RL?
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Contextual Constrained RL

Context Space

Contextual Constrained MDP
ℳ = ⟨𝒮,𝒜,𝒳,M,𝐷, 𝛾⟩

From contexts to constrained MDPs

Safety threshold

Optimal policy
Given a target context distribution φ

𝜋∗ ∈ argmax
𝜋

𝔼𝜑[𝑉𝑟
𝜋(𝐱)]

s. t. 𝔼𝜑 𝑉𝑐
𝜋 𝐱 ≤ 𝐷.

Our objective

Generate a sequence of contexts distributions 𝜚𝑙 𝑙=0
𝐿,  that

1)  accelerate learning an optimal policy, and
2)  improve safety via reducing constraint violation regret 

Regtr {𝜚𝑙}𝑙=0
𝐿 , 𝐷 =

𝑙=0

𝐿

𝔼𝜚𝑙 𝑉𝑐
𝜋𝑙 𝐱 − 𝐷

+

where 𝑦 + = max{𝑦, 0} .
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Failure of CL methods
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Curriculum progression of 
CURROT [4]An example:

Safety-maze

They overlook the cost constraint!

They prioritize contexts with high 
rewards, but also high costs

1) Constraint violations 
during training

2) Suboptimal behavior at 
the end

causing



Safe Curriculum Generation



Safety-maze Safety-goal Safety-push

CURROT

SCG

Curricula Progression
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TLDR: SCG identifies safe contexts 
early on, whereas CURROT fails to 

avoid hazards, causing high CV regret.



Safety-maze Safety-goal Safety-push

TLDR: SCG learns policies that achieve zero cost in target contexts, which satisfies 
the cost constraint, and highest success rates.

Learning Optimal Policies
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Safety-maze Safety-goal Safety-push

TLDR: Among the approaches that learn optimal policies, 
SCG achieves the lowest CV regret.

Reducing constraint violations
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Thank you!
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